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resources. 
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Understanding Generative AI

• Generative AI refers to a class of algorithms that can create or 
generate new content, such as images, text, music, etc.

• It utilizes machine learning techniques, particularly deep 
learning, to learn patterns and generate new, original content.

• Generative AI has gained significant attention due to its ability to 
create realistic and sophisticated outputs.



Generative AI and Industry buzz



Potential Benefits of Generative AI
• Creative Content Generation: Generative AI can augment 
human creativity by generating new and original content, such 
as artwork, music, and literature.

• Design and Prototyping: It enables rapid design iterations and 
prototyping by generating diverse design options.

• Personalization: Generative AI can personalize user 
experiences by creating tailored recommendations, products, or 
services.

• Automation: It can automate tasks like content creation, data 
synthesis, and even programming.



Concerns raised about AI



Ethical and Societal Concerns
• Bias and Discrimination: Generative AI algorithms can inadvertently 
perpetuate biases present in the training data, leading to 
discriminatory outcomes.

• Deepfakes and Misinformation: The technology can be misused to 
create convincing deepfakes or spread misinformation, posing risks 
to individuals and societies.

• Intellectual Property Infringement: Generative AI raises challenges 
regarding the ownership and copyright of generated content.

• Security and Privacy: Malicious use of generative AI can 
compromise security and privacy, such as identity theft or 
manipulation of personal data.



Deep Fake Video



Deep Fake 
Video

https://www.tiktok.com/@deeptomcruise/video/7039410659607661870
https://www.tiktok.com/@unreal_keanu/video/7218611542428831019


Detecting Deep Fakes

https://blog.metaphysic.ai/to-uncover-a-deepfake-video-call-ask-the-caller-to-turn-sideways/



Detecting Deep Fakes

https://blog.metaphysic.ai/to-uncover-a-deepfake-video-call-ask-the-caller-to-turn-sideways/



Deep Fake Audio



Chatbot inaccuracies

https://news.ycombinator.com/item?id=34776508

This was asked before the Super Bowl. Also, it got the date and the location wrong. 

Bing AI hallucinates the Super Bowl



Chatbot inaccuracies

https://dkb.blog/p/bing-ai-cant-be-trusted

Bing AI hallucinates 
while summarizing 
financial information



Copyright Issues

https://technomancers.ai/japan-goes-all-in-copyright-doesnt-apply-to-ai-training/



Safeguarding Generative AI
• Data Ethics and Bias Mitigation: Implementing rigorous data 
collection and preprocessing methods to minimize biases and ensure 
fair representation.

• Explainability and Interpretability: Developing techniques to make 
generative AI algorithms more transparent and interpretable.

• Robustness and Security: Enhancing the resilience of generative AI 
systems against adversarial attacks and ensuring data security.

• User Consent and Control: Empowering users with control over 
their data and generated content and obtaining informed consent.

• Continuous Monitoring and Auditing: Regularly monitoring and 
auditing generative AI systems to identify and mitigate potential risks.



Legal and Regulatory Landscape
• Intellectual Property Laws: Assessing the legal implications of 
generative AI in terms of copyright, ownership, and licensing.

• Privacy and Data Protection: Adhering to data protection 
regulations and ensuring the privacy of individuals' data.

• Liability and Accountability: Defining legal frameworks to 
address liability and accountability in cases of harm caused by 
generative AI systems.

• International Cooperation: Encouraging global collaboration 
and coordination to develop consistent legal standards and 
guidelines.



Best practices for AI developers
• Responsible Data Collection: Collecting diverse and representative 
data while ensuring privacy protection and obtaining consent.

• Robust Testing and Validation: Conducting extensive testing and 
validation to detect and mitigate biases, errors, and unintended 
consequences.

• Transparent Documentation: Documenting the development 
process, data sources, and model architectures to ensure 
transparency and facilitate audits.

• Regular Model Updates: Implementing a system for regular updates 
and improvements to keep pace with evolving challenges and 
address emerging risks.



Mitigating Bias in Generative AI
• Diverse and Representative Training Data: Ensuring that 
training data is diverse, representative, and free from biases to 
minimize the perpetuation of discriminatory outcomes.

• Bias Detection and Correction: Implementing mechanisms to 
detect and address biases in generative AI algorithms during 
the training process.

• Regular Auditing and Evaluation: Conducting regular audits 
and evaluations of generative AI systems to identify and 
mitigate bias-related issues.

• User Feedback and Iterative Improvement: Encouraging user 
feedback to identify biases and making iterative improvements 
to enhance fairness and inclusivity.



Responsible Deployment of Generative AI
• Ethical Considerations: Incorporating ethical frameworks and 
principles into the development and deployment of generative AI 
systems.

• Human-in-the-Loop Approach: Integrating human oversight and 
control in generative AI processes to ensure responsible 
decision-making.

• User Education and Awareness: Promoting education and 
awareness about generative AI technology, its capabilities, and 
potential risks to users.

• Impact Assessment: Conducting comprehensive impact 
assessments to evaluate the potential social, economic, and ethical 
consequences of generative AI deployment.



Ensuring Transparency and Accountability

• Interpretable Models: Developing techniques to make 
generative AI models more explainable and interpretable.

• Algorithmic Auditing: Implementing mechanisms to audit and 
assess the decision-making processes of generative AI 
algorithms.

• Open-Source Collaboration: Encouraging open-source 
initiatives and collaboration to foster transparency and 
accountability.

• Ethical Guidelines and Frameworks: Establishing 
industry-wide ethical guidelines and frameworks for the 
development and deployment of generative AI systems.



Collaboration and Industry Standards
• Partnerships and Knowledge Sharing: Encouraging collaboration 
among industry stakeholders, researchers, and policymakers to 
exchange insights and best practices.

• Industry Standards: Developing and promoting industry-wide 
standards to ensure the responsible and ethical development and 
use of generative AI.

• Regulatory Engagement: Engaging with policymakers and 
regulatory bodies to provide input and expertise in the formulation of 
policies and regulations.

• Continuous Learning and Improvement: Creating platforms and 
forums for continuous learning, feedback, and improvement in the 
field of generative AI.



Data Collection

• Clearview AI

• OpenAI / ChatGPT
• Age Verification



Data Management

• Data Maps
• Data
• Purpose
• How Collected
• Where Stored
• Processing/Movement



Tools



Duties as Lawyers

• Mata v. Avianca, Inc. (Schwartz and LoDuca)
Varghese v. China South Airlines Ltd, 

925 F.3d 1339 (11th Cir. 2019)

• Tech Competence



Quality

• Do not rely solely on generative AI for decision-making 
purposes.   Use the results to inform your research while making 
decisions based on additional factors and verified evidence.

• Responses often paraphrase other sources.
• concerns regarding plagiarism and intellectual property rights 

depending on your use case
• Responses may be inaccurate or biased.  

• Always validate content against trusted sources.



Confidentiality and Export Control



OpenAI APIs



ChatGPT



Google Bard



Considerations
3rd Party 

Tools

Privacy/Security

Private Models

Public Models

In-House 
Development

Internal Data

External Data

Quality



Take-Away

• Track your data
• Understand how vendors use your data
• Evolving Landscape


